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Abstract. Self-propagating malware (SPM) has led to huge financial
losses, major data breaches, and widespread service disruptions in recent
years. In this paper, we explore the problem of developing cyber resilient
systems capable of mitigating the spread of SPM attacks. We begin with
an in-depth study of a well-known self-propagating malware, WannaCry,
and present a compartmental model called SIIDR that accurately cap-
tures the behavior observed in real-world attack traces. Next, we inves-
tigate ten cyber defense techniques, including existing edge and node
hardening strategies, as well as newly developed methods based on recon-
figuring network communication (NodeSplit) and isolating communities.
We evaluate all defense strategies in detail using six real-world com-
munication graphs collected from a large retail network and compare
their performance across a wide range of attacks and network topologies.
We show that several of these defenses are able to efficiently reduce the
spread of SPM attacks modeled with SIIDR. For instance, given a strong
attack that infects 97% of nodes when no defense is employed, strate-
gically securing a small number of nodes (0.08%) reduces the infection
footprint in one of the networks down to 1%.

1 Introduction

Self-propagating malware (SPM) has become one of the top cyber threats in
recent years. In 2016, Mirai [13] malware infected more than 600K consumer
devices and launched a widespread DDoS attack targeting over 175K websites.
The WannaCry [26] ransomware attack of 2017 affected more than 300K vul-
nerable devices in 150 countries in a few days, from entire healthcare systems
to banks and national telecommunications companies. Worryingly, there have
been reports of its re-appearance during the COVID-19 pandemic. Recently, ran-
somware attacks have increased significantly, with the emergence of new threats
like Ryuk (2019) [14], PureLocker (2020) [39], and many others. SPM cam-
paigns attempt to exploit vulnerabilities on specific ports by blending in with
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legitimate traffic. Since blocking ports entirely is often not feasible, defending
against SPM is particularly challenging. Machine learning (ML) techniques have
been employed [33], with the goal of detecting the attack and taking reactive
measures after the data breach has occurred. However, the performance of ML
methods often degrades when there is a high number of false positives, which
are hard to triage by human experts.

In this paper, we take a graph robustness perspective for proactively pro-
tecting cyber networks against self-propagating malware attacks. We study the
problem of how to build cyber resilient systems and how to configure commu-
nication in cyber networks to prevent the spread of SPM attacks. Towards this
ambitious goal, our first task is understanding and modeling the behavior of
a well-known SPM malware, WannaCry, by using compartmental models that
stem from epidemiology. We then turn our attention to methods for enhancing
network resilience against these attacks. We model the topology of the net-
work via the communication flows collected from real network traces, which we
obtained from an industry partner. Our main insight is to analyze communica-
tion networks through the lens of graph robustness, an area that has been studied
extensively in other applications (e.g., social-, information-, transportation-, and
mobility-networks), but much less in cyber security.

On the SPM attack modeling side, we show that prototypical models for virus
propagation (such as SIS and SIR [6]) do not fit the behavior of WannaCry well.
We thus introduce a new model (SIIDR) that captures the behavior of self-
propagating malware more accurately. In particular, our new model introduces
a dormant state, in which the malware is installed in the system, but is not
active for some interval (this is a common behavior observed in SPM, as well as
advanced persistent threat attacks, which have been documented to be “slow-
and-low” for months and sometimes years). We use real traffic logs generated
by multiple variants of WannaCry to select the best fit model and estimate the
parameters (i.e., transition rates) that best characterize WannaCry attacks.

On the defense analysis side, we perform an in-depth evaluation on several
complementary topological-based defenses. We investigate a large number of
defense techniques (10) based on various cybersecurity strategies such as node
hardening, edge hardening, isolation, and reconfiguring communication. We eval-
uate their ability to increase network resilience to cyber attacks using two robust-
ness metrics that have been shown to be accurate indicators of graph connec-
tivity, and, implicitly, of the network’s resilience to attack propagation [16]: (a)
the spectral radius of a graph and (b) the relative size of the largest connected
component in the graph. We also propose two new defensive methods: NodeSplit,
which reconfigures the nodes with the largest number of incident edges by migrat-
ing half of their communication links to new nodes; and Community Isolation,
which constructs communities in the graph and then strategically hardens edges
that connect the communities to thwart the attack propagation. Hybrid strate-
gies that combine NodeSplit with edge hardening (e.g., setting up firewall rules)
are particularly successful at minimizing the spectral radius of a graph (our first
robustness metric), achieving over 60% reduction on most of our graphs, with a
small budget of only 50 split nodes and a fraction of 0.1 secured edges. Hybrid
NodeSplit + Community Isolation strategies perform very well on the second
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robustness metric, being able to break down the largest connected component
to less than 20% of its original size on most of the studied graphs.

To evaluate our defenses in realistic conditions, we use six real-world commu-
nication flow graphs collected from a large retail network. These graphs model
application communication on well-known ports (22, 80, 139, 383, 443, 445) and
are up to 620K nodes and 6.8 million edges. We thoroughly evaluate and compare
the defense strategies in terms of their ability to reduce the spread of malware
modeled with SIIDR and the budget required for slowing down the attack. Node
hardening techniques are the most effective defenses over a wide range of attack
scenarios and network topologies studied here, leading to a 20x decrease in the
effective attack strength. This reduction results in substantial infection footprint
minimization. For instance, given a strong attack that infects 97% of nodes when
no defense is employed, strategically securing a small number of nodes (i.e., 50
nodes, which account for 0.08% of the nodes on port 22) reduces the infection
footprint on port 22 down to only 1%.

We summarize our contributions below:

— We propose and evaluate SIIDR, a compartmental attack model that captures
the behavior of SPM accurately. We use real SPM traffic logs from WannaCry
to estimate the attack parameters.

— We perform an in-depth evaluation of 10 defense techniques and compare
them using two graph robustness metrics.

— We introduce two novel defenses: NodeSplit (to reconfigure communication of
top-degree nodes) and Community Isolation (to harden edges between com-
munities), and show their effectiveness particularly in hybrid strategies.

— We evaluate the effectiveness of various defense strategies against SPM
attacks, using six large real-world communication graphs.

— We provide recommendations on the effectiveness and cost of multiple
defenses to inform network operators on various proactive defense options
against SPM attacks. Our open-source code is available on GitHub [18].

2 Problem Statement and Background

In a recent survey, Freitas et al. [16] note that the study of graph vulnerabil-
ity and robustness is still nascent in cybersecurity. Existing research includes
modeling lateral attack movement between computers and analytical studies of
interdependent spatial networks [9,10,15]. However, they point out the need for
additional work in several directions, including comprehensive evaluations of var-
ious attack and defense scenarios. Our work directly addresses this need, and is,
in that sense, particularly timely. We study both facets of building cyber resilient
systems, attacks and defenses, in an integrated and complementary way.

In cybersecurity, eliminating or mitigating vulnerabilities is achieved through
“system hardening” [32] and depending on where or how protection is applied, it
can refer to network hardening, server hardening, operating system hardening,
application hardening, etc. Reducing the “attack surface” consists in addressing
known vulnerabilities via changing passwords, removing unused services, apply-
ing security patches, closing open network ports, configuring firewalls and setting
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intrusion-detection systems. On the theoretical side, most of the previous tech-
niques for increasing network robustness are based on classic mathematical epi-
demiology results, which link the spreading of a virus of a graph with its spectral
radius [7,36]. The epidemics dies out quickly if the spectral radius is less than a
threshold, which depends on the virus propagation method. Hence, topological
changes are employed to bring the spectral radius below this threshold.

Threat Model: We aim to design efficient defense strategies that increase net-
work robustness against SPM attacks. We consider cyber networks such as enter-
prise networks, data center networks, or cloud systems, in which communication
flows between nodes can be modeled as a graph. We assume that the malware
first compromises one victim machine on the network (“patient zero”), after
which it spreads to other vulnerable machines within the network over a specific
protocol, e.g., HTTP (port 80), SSH (port 22), SMB(port 445), etc.

We derive a realistic attack model (namely, SIIDR) and its parameters
by running an actual WannaCry attack, under homogeneous mixing assump-
tions [46]. Homogeneous mixing models imply that all hosts have identical rates
of infection-spreading contacts. Our attack experiments were carried out within
a local subnet, where such an assumption is valid. For WannaCry modeling, we
analyze Zeek logs collected at the border of the monitored subnet. We assume
that these logs are not compromised by the attacker.

To design and evaluate defense strategies, we use communication data of a
large retail network. We assume that the network traffic has not been compro-
mised, and, thus, the logged connections can be used to derive an accurate graph
representation of the network communication topology.

Challenges: Building cyber-resilient systems is challenging for multiple rea-
sons. First, realistic modeling of actual attacks is difficult, due to the limited
availability of attack traces, and the ethical considerations that prevent us from
recreating known attacks in real-world networks. Second, the continual evolution
of attacks that attempt to avoid detection requires innovative proactive measures
that are able to counter a wide range of potential threats. Third, building resilient
infrastructures is budget-dependent both in terms of infrastructure and software
updates, as well as human effort. Careful assessments of complete eradication
strategies versus mitigation (containment) methods are necessary to establish
real-world feasibility of the defenses.

3 SPM Modeling

Infectious disease research has inspired the study of mathematical models for
malware propagation, in part due to the similarities in the behavior of human
viruses and computer viruses. Many of these epidemiological models are com-
partmental. That is, the population is divided into states (a.k.a. classes), based
on the health status of individuals and the type of disease [6]. Examples include
susceptible (5), exposed (E), infectious (I), quarantined (@), and recovered
(R), to name a few. In this study, we are investigating the specific case of self-
propagating malware. All types of self-propagating malware have one defining
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characteristic: once a host becomes infected, it starts probing other computers
on the Internet randomly, with the goal of spreading the infection widely. This
type of behavior guides the mathematical modeling of SPM.

We use real-world attack traces to model self propagating malware, and derive
compartmental models and parameters that closely fit actual attack propagation
data. Model fitting for deriving best models and their parameters from data has
been widely used in the study of infectious diseases [22,40], but less so in the
modeling of computer viruses. To the best of our knowledge, we are the first to
model self-propagating malware based on real attack traces to find the model
and parameters that most accurately describe a real attack. In the remainder of
this section we describe the data, selection methodology and results that identify
the model that captures SPM behavior most precisely.

WannaCry Data: We select WannaCry malware as a representative self-
propagating malware attack, which can be configured with multiple parameters
to generate a range of propagation behaviors. As shown by Ongun et al. [33],
other SPM malware such as Mirai, Hajime, and Kenjiro follow similar propa-
gation patterns, and our attack modeling will likely generalize to other attacks.
We set up a virtual environment featuring the EternalBlue Windows exploit that
was used in the 2017 WannaCry attack. External traffic is blocked in order to
ensure isolation of the virtual environment. Initially, one of the virtual machines
is infected with WannaCry, and then the attack starts spreading, as infected IPs
begin to scan other IPs on the same network. We identified two characteristics
that WannaCry uses to control its spread: 1) the number of threads used for
scanning, and 2) the time interval between scans. We conducted multiple exper-
iments by running WannaCry with different characteristics and collecting log
traces with Zeek network monitoring tool.

Epidemics Reconstruction: We use the WannaCry traces to study the mal-
ware behaviour and reconstruct the epidemics. The start and end time of the
epidemics for each WannaCry variant is given by the first malicious attempt,
and the last communication event, respectively. Hence, the first IP trying to
establish a malicious connection represents “patient zero”, and an IP trying to
establish at time ¢ a malicious connection for the first time is considered infected
at time ¢. Based on the WannaCry traces, we make the following observations:

— Distribution of At intervals between attacks: We observe that the At between
two consecutive attacks from the same infected IP is not fixed. This heteroge-
neous distribution of At intervals between subsequent attacks from the same
infected TP introduces the idea of a I <~ Ip dynamics, where I represents the
infectious state and Ip represents the dormant state.

— Distribution of At intervals between last attack and end of trace: The At
between the last attack from an infected IP and the end of observations is
quite large. The non-zero, high-valued and heterogeneous distribution of At
between last attack from an infected IP and the end of observation time sup-
ports the idea of a I — R dynamics, with R being the recovered (previously
infected, but not infectious anymore) state.
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Fig. 1. Compartmental structure and transitions of the SIIDR model. Susceptible
nodes (S), exposed to infected IPs, acquire the infection with rate (. Infected nodes
transition with rate 1 or recover with rate p. From infected dormant state (Ip) nodes
transition back to I with rate v».

Model Description: In accordance with the behavior observed from Wan-
naCry traces, we propose SIIDR, an extension to the SIR model [6] that includes
the infected dormant state Ip. While other models like SEIR or SEIRS have
been used to model the spread of malware [38], SIIDR more closely explains
the behavior observed of WannaCry. Furthermore, a model like SEIRS would
not make sense, given that Recovery means patching of the EternalBlue vul-
nerability. Once the operating system is updated (patched), it will not become
susceptible again to the same vulnerability. Figure 1 presents the transition dia-
gram corresponding to the SIIDR model. A node that is infected may either
recover with rate p, or move to the dormant state with rate ;. From the dor-
mant state, it may become actively infectious again with rate vyo. We assume
a homogeneous mixing model [46], that is, every node is potentially in contact
with all the others. This is a good approximation because the WannaCry attack
experiments were run within a subnet, where every node was able to scan every
other internal IP within the same subnet. The system of differential equations
that describe the dynamics of SIIDR, the derivation of the basic reproduction
number of the model and discussion of stability are presented in a companion
paper [11].

Model Selection and Parameter Estimation: To determine which model is
the best fit, we compare common epidemiological models SI, SIS, SIR with SIIDR
using the Akaike information criterion (AIC) [1]. The best fit is the model with
the minimum AIC score. The AIC scores for all candidate models are presented
in Table 1. We observe that the SIIDR model has the lowest AIC scores overall,
except for we_1_20s (on which all models have high AIC). For instance, the AIC
score for the SIIDR model for variant wc_4_500ms is as low as -166, while the
AIC scores for SI, SIS, and SIR models are 277, 76, and -45, respectively. Hence,
SIIDR fits the WannaCry dynamics better than the other candidate models.
We use Sequential Monte Carlo (SMC) [24,27] to approximate the posterior
distribution of rates (3, u,v1,y2) that fit the actual WannaCry data. The Wan-
naCry variants with less than 20% infected IPs (i.e., 7 infections) were excluded
due to insufficient samples to generate accurate models. Table 2 lists the mean val-
ues of SIIDR parameters posterior distributions. dt is the simulation time step.
We have one contact per dt, thus, the transmission probability over a contact-link
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Table 1. AIC scores for each of the SPM models for different WannaCry variants.
Each WannaCry variant is identified by two parameters: the number of threads used
for scanning and the time interval between scans (i.e., wc_1_.500ms uses 1 thread to
scan every 500 ms).

Wj::i‘:;ry SI | SIS |SIR | SIIDR Wj::i‘:liry SI | SIS SIR SIIDR
we_1.500ms || 583 | 143 | 114 | -126 we4 10s || 513 94 | -36 | -145
wells | 431 188 | 145 | -127 we420s | 606 76 | 11 | -117
welbs | 683|163 | 143 | 72 we-8.500ms || 375 | 101 | 18 | -147
wel 10s || 462 197 | 53 | -92 we81s || 178 91 | 51 | -116
we120s || 704|559 696 | 700 we85s || 149 104 | -35 | -121
wc_4.500ms || 277 | 76 | -45 -166 wc_8_10s 253 74 | -90 -118
wedls || 222|160 | 107 | -55 we.8.20s | 387|164 173 | -89
wed s || 412 186 | 158 | -46

Table 2. Mean values from posterior distribution of SIIDR parameters, estimated with
sequential Monte Carlo. For details, see our companion paper [11].

WannaCry variant || 5 I Y12 dt

wc_1_500ms 0.10/0.06 | 0.76 | 0.04 | 0.09
we-1_1s 0.11/0.07|0.710.07 | 0.06
wc-1_5s 0.3710.52|0.27|0.44 || 0.16
wc_1_10s 0.12/0.06 | 0.75 0.05 | 0.09
wec-4_1s 0.1410.07|0.750.08 | 0.05
wc_4_5s 0.12]0.07/0.76 | 0.07 || 0.07
wc_8_20s 0.13]0.09|0.74|0.08 || 0.07

equals 8. We use these parameters to evaluate defenses in Sect. 7. For more details
on model selection and parameter estimation, see our companion paper [11].

4 Defense Methodology

We model the network as a host-to-host communication graph. The nodes rep-
resent systems like computers, mainframe, peripherals, load balancer devices,
etc. that communicate over TCP/UDP. An edge exists between two systems if
they exchange network communication. We create these communication graphs
from NetFlow data collected inside the organization. Putting defensive control
on some of the nodes and edges in the network makes them inaccessible to the
attacker. We define the Attacker’s Reachability Graph (ARG) as the nodes
and edges that an attacker has access to after defenses have been applied. We
devise and study defense strategies from four different perspectives, as illustrated
in Fig. 2 and summarized in Table 3. We describe these defenses next:
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Fig. 2. Cybersecurity defense strategies: a) Node splitting — access to nodes B, F, G from
node A is disabled, and a new node A’ is created, with links to nodes B, F, G. b) Edge
hardening via firewall rules. ¢) Node hardening via security patches and monitoring tech-
niques. d) Isolation — the denser cluster comprised of nodes E, F, G is separated from the
rest of the network through enhanced security measured at the boundary.

Node Splitting: This newly proposed method reconfigures network commu-
nication by splitting and balancing top-degree nodes. It requires node addition
and rewiring of edges, which can be implemented by reconfiguring communi-
cation via traffic management solutions available in data centers.

Edge Hardening: This implies monitoring certain edges in the communica-
tion graph and corresponds to edge removal from ARG. It can be implemented
via firewall rules for blocking certain flows, closing of some network ports, or
adding rules to network intrusion detection systems (NIDS).

Node Hardening: This implies monitoring certain nodes in the commu-
nication graph and corresponds to node removal from ARG. It can be
implemented via system updates, security patch installation, and monitor-
ing through endpoint agents.

Isolation: This newly introduced method requires hardening of edges or
nodes on community boundaries via separation of densely connected com-
munities from the rest of the network.

Node Splitting: We introduce NodeSplit, a new algorithm that reconfigures
network communication in order to increase resilience to SPM attacks. In our pro-
posed approach, node splitting is targeted at top-degree nodes. If compromised,

Table 3. Defense strategies and associated topological changes.

Defense strategy | Algorithms Topological changes | Cybersecurity measures
in ARG
Node splitting NodeSplit Node addition and Reconfiguring access
edge rewiring rules
Edge hardening | MET [20], RandE Edge removal Firewalls, closing open
ports
Node hardening | Degree, ENS, Node removal System updates,
NB [43], RandN Security patches
Isolation CI-Edge, CI-Node Edge/node removal | Hardening at
community boundary
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these highly connected nodes become super-spreaders and potentially propagate
the infection within a large portion of the network. By decreasing the size of their
one-hop neighborhoods we can reduce the infection footprint. Breaking up the
super-spreaders takes advantage of the highly heterogeneous topology of real net-
works [35].

NodeSplit is an iterative method, which progressively selects the current top-
degree node and splits it in two: half of the links remain with the existing node,
and half of the links are moved to a newly created node. The total number of peer
nodes added equals the number of splits and depends on the available budget. In
practice, the new node can be physical or virtual. A new physical node requires
additional hardware, while a virtual node requires computational and memory
resources on an existing server. Virtual machines are usually a cheaper and more
flexible alternative to adding physical servers to the network.

Node splitting can be implemented in real networks by using existing traf-
fic management frameworks. For instance, Microsoft Azure offers the Traffic
Manager service [25], which allows routing of an application’s traffic to differ-
ent endpoints. Its randomized traffic splitting procedure distributes an applica-
tion’s traffic at random to multiple nodes and can be used directly to implement
NodeSplit. Network traffic can also be reconfigured to different nodes using SDN-
enabled policies [4].

Edge Hardening: Choosing the optimal edges to secure has been previously
investigated in the context of spectral analysis, which refers to the study of
the eigenvalues and eigenvectors of the adjacency matrix A of a graph. One
particularly important metric in spectral analysis is the largest eigenvalue of the
adjacency matrix, A1, because it captures communicability (i.e., path capacity) in
a graph. Minimizing A\; was proven to effectively stifle the spread of a virus [7,36].
We investigate the following edge hardening methods:

1. RandE: Baseline that randomly chooses b edges from the graph to harden.

2. MET (short for Multiple Eigenvalues Tracking) [20], a well-known algorithm
that was shown to successfully minimize A;, which utilizes eigen-scores® to
estimate the effect of removing edges. MET iteratively chooses edges with
highest eigen-score to remove until the budget b of edges is reached.

3. NodeSplit + MET hybrid strategy: This combined strategy consists of recon-
figuring a small number of nodes with NodeSplit in order to make the edge
distribution more homogeneous, followed by edge hardening with MET. We
show in this study that this hybrid strategy is able to minimize the leading
eigenvalue more than each of the two methods used separately.

Node Hardening: Targeted defense methods in epidemic spreading contain the
virus by immunizing a small number of nodes. Which nodes to prioritize for immu-
nization is a very relevant question both in social and computer networks, and
has been the objective of numerous studies [5,35,43]. From a cybersecurity per-
spective, immunization corresponds to node hardening methods such as security

! The eigen-score of an edge e = (4,5) equals to the product of the i-th and j-th
elements of the left and right eigenvectors corresponding to A1, i.e. u(i) X v(j).
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patches, system updates, and node monitoring via endpoint agents. The secured
nodes become very hard to compromise and are removed from the Attacker’s
Reachability Graph. We analyze four methods for node immunization:

1. RandN: This is a baseline method, in which the nodes are chosen randomly
throughout the network.

2. Degree: We progressively immunize the most connected nodes, as they con-
tribute highly to the spread of infection.

3. ENS (Effective Network Size): Nodes with the highest effective network size
are more likely to act like “bridges” between dense clusters [47] and monitor-
ing them is likely to prevent attack spreading.

4. NB (Nonbacktracking Centralities): We explore a recent method [43], which
uses the behavior of the spectrum of the nonbacktracking matrix. This method
identifies nodes whose removal from the network has the largest impact on
the leading eigenvalue of the nonbacktracking matrix.

Isolation: Communities are topological groups of nodes with dense internal con-
nections. We design and explore community isolation strategies that work in two
steps: First, community detection algorithms are used to identify communities.
Many such algorithms are readily available — we use the well-known Infomap,
Leading Eigenvector and the newer Leiden algorithm [45]. Second, community
borders are secured, by hardening either nodes or edges. This translates in secur-
ing candidate bridge connections from the Attacker’s Reachability Graph,
in order to effectively detach the communities of a network and limit the spread
of the attack. We study three isolation methods:

1. CI-Edge, in which all the edges on the borders are secured.

2. CI-Node, in which boundary nodes with highest degree are secured, in
decreasing order of their degree.

3. NodeSplit + CI-Edge hybrid strategy. Reconfiguring a small number of nodes
before performing community isolation improves the division of a network into
modules. This is shown by an increase in modularity?.

5 Experimental Setup

Datasets: We use an anonymized network flow dataset from an industry partner
consisting of 3.4 million nodes and 50 million links. The Critical Watch Report of
20192 found out that 65% of vulnerabilities on TCP/UDP ports are linked to only
3 ports: 22, 443 and 80. Therefore, we extract and investigate the communication
corresponding to a few representative ports: 22 (SSH), 80 (HTTP), 139 (SMB

2 Modularity is defined as the number of edges falling within groups minus the
expected number in the null model of the network (i.e., an equivalent network with
edges placed at random) [29].

3 https://www.newnettechnologies.com/study-finds-majority-of-port-vulnerabilities-
are-found-in-three-ports.html.
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Table 4. Topological data for the six port-based graphs studied.

Port | Number Number Mean | Density | Diameter | Avg | Transitivity | Transitivity
of Nodes | of Edges | Degree Dist | (global) (avg local)

22 60,825 333,797 |11 0.0002 11 2.81 | 0.0001 0.181
80 | 287,156 1,833,568 | 13 0.00004 9 3.01 | 0.00003 0.058

139 1,912 9,532 | 10 0.005 9 2.93 | 0.000006 0.001

383 7,101 22,910 6 0.0009 7 3.45 | 0.001 0.236

443 | 620,096 4,437,255 | 14 0.00002 |12 2.80 | 0.000002 0.023

445 | 317,031 6,832,418 |43 0.0001 10 2.79 | 0.00001 0.058

over NetBIOS), 383 (HP data alarm manager), 443 (HTTPS), and 445 (SMB),
described in Table 4. For each port, We construct undirected, unweighted, 3-core
graphs (i.e., the maximal subgraph where all the vertices have degree at least
3). We note the wide range of graph sizes we are investigating, and also the
small ‘Avg Dist’ (i.e., the mean vertex-to-vertex distance), which implies that
any attack will spread fast within the network. For other properties illustrated
here (Density, Diameter, Transitivity) we refer the reader to [30].

We discover that our graphs have power-law degree distribution: while the
bulk of the nodes have small degree, there is a smaller number of nodes with
degrees much higher than the mean value. This property plays a crucial role in
devising best defense strategies and it has been shown to be key to explain the
success of targeted immunization strategies.

Evaluation Measures: Let G be the original graph and G’ the perturbed
graph after applying the defense methods. We use the following evaluation mea-
sures, whose importance in quantifying a network’s resilience to attacks has been
pointed out in previous research [43]:

— EigenDrop A)X — drop in the leading eigenvalue: This metric captures
the path capacity reduction within the graph. The leading eigenvalue charac-
terizes the epidemic threshold [36] — i.e., the regime required for an epidemic
to occur. Decreasing the leading eigenvalue of the graph essentially increases
the epidemic threshold and enables stronger attacks to die out fast. The per-
centage drop in the leading eigenvalue X is: AA% = 100 x ’\_TX, where )\ is
the leading eigenvalue of the perturbed graph G'.

— Fragmentation o — size of the largest connected component relative
to the total graph size: Let N be the size of the graph, and Ny, the size
of its largest connected component. We define o = N, /N as the fraction of
nodes contained in the largest connected component. The larger the number
of nodes that can be reached by the attack, the more damage it can cause.
Reducing o enables attack surface reduction by containing the attack within
smaller connected components and thus reduces the infection footprint.

6 Evaluation of Network Resilience

In this section we evaluate how successful are the four types of defenses at
increasing the network resilience to SPM.
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Fig. 3. NodeSplit: EigenDrop after node splitting, depending on the number of split
nodes, k (left), and the fraction of split nodes, fi (right) (higher is better). A 40-50%
increase is observed on four of the graphs after only 50 splits (left). Steady increase for
all ports as the fraction of split nodes increases (right).

Node Splitting: The NodeSplit method progressively selects the node with
highest degree and transfers half of its edges to a newly created node to balance
the number of connections. Thus, the graph becomes more homogeneous in terms
of the degree distribution. We analyzed this transition using Alstott et al. [3]’s
mathematical package and report the following findings. For the smaller graphs
(ports 139, 383 and 22), a critical point has been reached before a fraction of
0.2 new nodes were added to the graph; after that, the distribution is closer to
exponential, rather than power-law (indicated by the loglikelihood ratio). The
trend towards a more homogeneous degree distribution also occurs for the larger
graphs, however reaching the critical point requires significantly more splits.

Intuitively, the “communicability” in the graph is also decreased, as the
fastest spreaders of information, the hubs, have reduced their number of connec-
tions. This is captured by a decrease in the leading eigenvalue. Figure 3 illustrates
the EigenDrop, AA%, depending on the number of new nodes (which equals the
number of splits). On most ports, even a small number of splits leads to a sub-
stantial decrease in the leading eigenvalue. For example, just 50 node splitting
operations are needed to achieve a 40-50% lambda drop for graphs whose mean
degree is in teens. The long-term trend of a slow but steady EigenDrop increase
is visible in Fig. 3 (right) for larger graphs, as we keep splitting more nodes. On
the other hand, the largest connected component (i.e., our second evaluation
metric) is generally preserved.

Edge Hardening: We compare RandE, MET [20], and a hybrid method that
combines NodeSplit with MET in Fig.4 in terms of EigenDrop. While MET
reduces the leading eigenvalue by itself, the hybrid strategy provides a signifi-
cant additional drop. For example, at 10% edges removed (x-axis), the hybrid
strategy with 100 split nodes (NodeSplit-100 + MET) almost triples MET’s
EigenDrop on all graphs. MET is designed to work within a connected graph,
and fragmentation (our second resilience metric) is generally negligible.
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Fig. 4. Edge Hardening: EigenDrop depending on the percentage of removed edges.
NodeSplit-k denotes a number of k splits (higher is better). Hybrid strategies provide
additional increase in EigenDrop over MET on all graphs.
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Fig.5. Node Hardening: EigenDrop depending on the number of immunized nodes
(higher is better). Degree, ENS and NB methods significantly outperform RandN. Top
x-axis shows the fraction of immunized nodes, which is very small. Similar results on
the other port-based graphs.

Node Hardening: Next, we evaluate the benefit of “immunizing” a small num-
ber of nodes to minimize the spread of malware using the following methods:
RandN (baseline random node removal), Degree (top-degree nodes), ENS (top
nodes according to the effective network size metric), and NB (non-backtracking
centralities). Figureb illustrates the decrease in the leading eigenvalue after
immunizing a number of nodes given by the budget. Interestingly, Degree, ENS
and NB deliver very similar performance. This is due to the presence of a highly
skewed degree distribution with a few heavily connected star-like nodes which
also act as bridges: information needs to go through them to reach other nodes,
resulting in large ENS and high path capacity (NB). As expected, uniform immu-
nization strategies (RandN) are not effective, as they give the same weight to
nodes with high and low connectivity.

How does the graph structure change when the immunized nodes are
removed? Fig.6 shows that Degree, ENS and NB exhibit a sharp drop in the
size of the largest connected component. In contrast, RandN tends to select low-
degree nodes that represent the vast majority of nodes, and whose removal has
a low impact on connectivity. On ports 22 and 139, immunizing just 50 nodes
with Degree/ENS is enough to break down the largest connected component.
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Fig. 6. Node Hardening: The size of the largest connected component in terms of
the original graph size (o) (lower is better). Immunizing just 50 nodes on all ports
significantly breaks down the largest connected component with all of the methods.
Top x-axis shows the fraction of immunized nodes.

Such a rapid disintegration happens due to the highly heterogeneous degree
distribution, and was shown to be characteristic of scale-free networks [2].

Isolation: Isolating communities breaks the Attacker’s Reachability Graph
into smaller connected components and thus decreases the attack footprint. This
method uses a community extraction algorithm to identify communities, and
then secures the borders. We compared three methods for community extraction:
Leiden, Infomap and Leading Eigenvector. Leiden performed better, both in
terms of fragmentation achieved and run time, therefore, the experiments in this
section use the Leiden method.

Our experiments revealed that node hardening methods perform similarly
at graph level and community level, because many of the most connected nodes
are also inter-community “bridge nodes” (ports 22, 80, 443, 445). However, com-
munity isolation offers a viable alternative to immunization when it is preferred
to secure edges instead of nodes. Hybrid strategies consisting of NodeSplit +
CI-Edge are particularly promising, given that the modularity property of iso-
lated communities increases with the number of splits on all graphs (Fig. 7a).
As communities become more modular, we can achieve a better partitioning of
the network. This hybrid method is able to reduce the size of the largest con-
nected component significantly. The trade-off between the level of fragmentation
obtained and the fraction of boundary edges removed is illustrated in Fig. 7b: o
decreases, and, eventually, after an initial peak, the communities become more
modular, with fewer inter-community edges.

7 Evaluation of Infection Spreading

In this section, we investigate which defenses are able to mitigate or even com-
pletely eradicate attacks. To this end, we run stochastic simulations of SIIDR
on the communication graphs, using the parameters estimated from modeling
WannaCry from Table 2. “Patient zero” PO is a single randomly chosen initially
infected node. This is a good approximation, because targeted attacks would be
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Fig. 7. NodeSplit+CI-Edge hybrid strategy depending on the number of splits. (a):
Modularity on all graphs increases. P stands for Port. (b): The size of the largest
connected component decreases (yl-axis). At the same time, the boundaries become
sparser, with fewer edges (y2-axis) and better isolated communities.

even more promptly stopped by some of the defense methods (i.e., those target-
ing the super-spreaders, such as node hardening and NodeSplit). The results are
averaged over 500 stochastic instances of (PO, 8, i, v1,v2) and use the following
budgets: 50 nodes for NodeSplit, 50 nodes immunized with Degree, ENS, NB,
and a fraction of 0.1 edges removed with MET.

Attack Eradication: Prakash et al. [36] derived the effective strength s =
A1 X (B/u) for a generic epidemics model that covers SIR and SIS in addition
to several other models. If s < 1, then the infection dies out exponentially fast,
which translates into a linear decay on a log-linear plot [7]. Our experimental
results on ports 139 and 383 presented in Fig.8 show that s is able to capture
the “tipping point” for SIIDR as well, with the infection exhibiting a nearly
linear decay when s is close to 1. We observe that, compared to ‘no defense’,
the node hardening strategies lead to a 20x decrease in the effective attack
strength s, while the hybrid NodeSplit-based strategies achieve a 2—3x decrease.
For the attack variants studied here, only the node hardening techniques are
getting close to a linear infection decay, and, thus, are able to prevent a major
outbreak. Hybrid NodeSplit-based methods would be successful in eradicating
stealthier attacks (with slower propagation speeds than our attack variants).
Attack eradication becomes even more challenging on larger scale-free graphs
like ports 22, 80, 443, 445, which are comprised of millions of edges and up to
600K nodes. The difficulty is due to very high A\; values that have been shown to
grow with the size of scale-free graphs [12,34]. Implicitly, large A; results in high
effective attack strength s, which requires higher budgets of hardened nodes and
edges than the ones used here to quickly stop the attack.

Attack Mitigation: However, even at low budgets, our defenses can still achieve
major improvements in terms of minimizing the infection footprint, defined as
the total fraction of nodes in compartments I, Ip and R. We will demonstrate
these results next, using the larger port-based graphs. Defense methods that
reduce the largest connected component, such as node hardening and community
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Fig. 8. Number of infected nodes (I + Ip) in log scale, averaged over 500 simulations,
depending on the time step (lower is better). Methods that lead to linear infection
decay (i.e., node hardening) are able to prevent outbreaks.
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Fig. 9. Infection footprint (I + Ip + R) depending on the time step (lower is better).
Degree and ENS overlap, hence, ENS was omitted. Significant reduction of the infection
footprint was obtained on all ports across all attack variants after applying the defenses
(other port/variant scenarios omitted due to space limit).

isolation strategies, are the most successful at attack mitigation, because they
contain the attack within smaller segments of the network. Figure9 shows a
reduction of the infection footprint from about 97% with ‘no defense’ down to
1% on port 22 (with Degree), 11% on port 80 (with hybrid NodeSplit+CI-Edge),
and 11% on port 443 (with Degree) for the attack variants illustrated here. Note
that these are strong attacks, that lead to almost all nodes being infected when
no defenses are employed. We obtained substantial attack mitigation across the
board, for all ports and variants.

Defense Generality: In this section, we presented defense results against self-
propagating malware implemented with the SIIDR model, using parameters esti-
mated for the 7 WannaCry malware variants from Table 2. We have additionally
run SPM attacks with a range of parameters for infection and recovery rates in
SIIDR, varying the ratio 3/u € (0,1], and we observed similar findings. Typ-
ically, node hardening strategies, such as Degree and ENS, achieve the lowest
infection footprint. Node splitting and community isolation defenses are also
effective, particularly in hybrid strategies. While we selected the SIIDR, model
for our experiments here (given its lowest AIC scores on our malware variants),
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we believe that our defenses will be similarly effective against other epidemio-
logical models for malware propagation, including SIR and SIS.

8 Related Work

Network robustness had been studied across multiple domains like infrastructure,
communication and social networks, in order to understand the functioning and
vulnerabilities of complex interconnected systems. Key metrics for measuring
robustness (including the spectral radius and largest connected component used
in this study) have been proposed and used in several papers [2,5,10,16,42]. A
large body of work has looked at modeling the spread of epidemiological processes
in networks [7,34-36]. Building up on this, several strategies that propose to stop
the infection by manipulating the adjacency matrix of the graph have been devel-
oped, including edge removal algorithms [20,41] and node removal techniques
that use centrality measures such as degree centrality, betweenness centrality,
PageRank, eigenvector centrality, Katz centrality, X-centrality, etc. [16,42,43].

Rey [38] provides a comprehensive review of compartmental models for mal-
ware modeling. Mathematical proposals for the modeling and evaluation of mal-
ware dynamics include [19,28,44,48]. Other works focus on malware propagation
in specific settings, like wireless sensor networks [31] or VMs under the infrastruc-
ture as a service (IaaS) architecture [17]. Closer to our work on malware fitting,
Levy et al. [21] use the classical SIR model to identify the rate of infection and
other parameters from real traces.

Reconfiguring communication generally has tackled the reverse problem com-
pared to our NodeSplit method: rather than preventing attack propagation, the
goal of previous research was to rewire edges in order to have alternative paths if
a hub fails [8,23]. Community isolation has been studied from the point of view
of the attacker, using module-based attacks to fragment social, infrastructure
and biological networks [37].

9 Discussion and Conclusions

Recent large-scale cyber attacks such as WannaCry and Mirai have demonstrated
how pervasive the risk of self-propagating malware has become. With cyber
threats looming, it is important to proactively address vulnerabilities in networks
to minimize the impact of an attack. From our extensive experiments with real-
world graphs and realistic modeling of WannaCry attacks, we have gained several
cybersecurity insights. We summarize these insights in a set of recommendations
for security teams to increase network resilience against SPM attacks.

First, we note that SPM malware relies on network connections to spread.
Therefore, the best defenses must create topological structures that prevent SPM
from spreading without impeding the transmission of legitimate traffic. Closing
unused ports, enforcing firewall blocking rules, and creating access control poli-
cies for communication flows are some of the possible edge hardening techniques
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that help reduce the attack surface. Second, the best defenses exploit the inher-
ent hierarchy in networks. Attacks that target hubs or bridges have the potential
to be the most devastating. The most effective defense is to identify key super-
spreaders and allocate security budgets to protect them. Third, reconfiguring
communications via access control policies can greatly increase the robustness
of the network against attacks. We have shown in our experiments that it is
efficient to split the most connected nodes in half to balance their connections;
we expect high gains even with smaller budgets.

Finally, focusing on communities within the network makes it possible to
prioritize security measures under limited budgets. A modular approach can
also leverage densely connected partitions by isolating them from the rest of the
network to prevent a large-scale infection spread. Moreover, it addresses the issue
of vanishingly small epidemic thresholds of large scale-free networks, making it
easier to stop a self-propagating attack before it becomes an epidemic.

In our experiments, we analyzed in detail the impact of these recommenda-
tions as a function of their cost in terms of topological changes. From a cyberse-
curity perspective, hardening nodes through security updates and patches is the
most straightforward method and can help prevent major SPM attacks, includ-
ing the WannaCry malware studied here. Monitoring nodes through intrusion-
detection systems is more costly, especially when traffic analysis is performed
over a large number of connections, but it can prevent other cyber attacks. Node
splitting is based on managing network traffic in a cyber network, which can be
implemented with existing traffic management solutions (available in cloud data
centers) or SDN-enabled policies. These solutions provide performance improve-
ments in addition to security, but they induce additional implementation costs.
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